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Overview Methodology

Robots are playing an increasingly important role in our lives, and they are often applied to Eront-end
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There are numerous ways to obtain a 3D model of the environment. Simultaneous the 3D points can be triangulated using epipolar -

Localization and Mapping (SLAM) as an effective method to generate such a model has constraints.

been the center of attention in robotics vision research in the past few decades. Graph-Based
SLAM is one of the most recent and efficient methods in solving robot poses and
environment modeling at the same time. Our project is to explore the application of
Graph-Based SLAM on images, and analyze the employment of Bundle Adjustment method.
This project will serve as an example of the applications of Graph-Based SLAM algorithm
and investigate the effective ways to integrate theory and practice.

System Flow

This project is designed to reconstruct a 3D model of the environment and optimize the
result using Bundle Adjustment.
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The front-end takes images as input and construct a state estimation which includes 3D point
positions and camera poses. The back-end optimizes the state estimation by minimizing the
reprojection error of all measurements.
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For multiple images, in order to preserve scale, Perspective N-Points (PnP) algorithm is
implemented. With correspondence between constructed 3D points and 2D features in the
new image, the pose of the new camera can be calculated without losing scale. New 3D
points can then be reconstructed and successfully merged to the old points.

The above image shows the matching result of two adjacent images. Green points indicate all
matches returned by SURF detector and red points indicate features that do not exist in past
images.

Back-end

The back-end uses a method called Bundle Adjustment. Our goal is to find a state, namely
3D points and camera poses that minimizes the total error
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Solving the least square problem involves linearizing the

error term to obtain a Jacobian for every iteration until a converged result is found. For every
iteration a linear system is constructed from the current state and error, also the Jacobian.
Solving the linear system gives a state increment, and the updated state can be used in a new
iteration. When the error is small enough, the optimal state is obtained.

This is the scene that we are testing our algorithm on. A board and a few papers hanging in
front of the wall with plenty of features to detect.

Here is our reconstruction result shown on RViz software. The three blue arrows are cameras
and the red points are 3D points. The direction of the arrows show the direction of the x-axis
of the camera frame. The points shows the wall at the back, the pictures hanging before the
wall, and the board on the left.




